
CSC242: Intro to AI
Lecture 19:



Neural Networks Part II





Part I Review



Reserve Readings

Artificial Neural 
Networks	



Chapter 4 of 
Machine Learning 	



by Tom Mitchell Click here
Then here





σ is Threshold Function



Linear Classifier
w0 + w1x1 + w2x2 = 0

w · x = 0

All instances of one class are above the line: w · x > 0

All instances of one class are below the line: w · x < 0

hw(x) = Threshold(w · x)
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b(x1, x2) = x2 � 1.7x1 + 4.9

b(x1, x2) > 0

b(x1, x2) < 0



Training
• Training is using data to set the weights for a 

perceptron (or network of perceptrons)	



• Idea:	



• Start with random weights	



• For each piece of data:	



• Set inputs to the data features	



• Compare output to the label (target value)	



• If not same then adjust the weights









Part II 


Multilayer Neural Nets



Backpropagation


Deep Learning



Face Recognition Project





How does this differ from 
a Perceptron?

Smooth threshold
Range 0 to 1, not -1 to +1







Compare

• Perceptron:	



#

• Sigmoidal Unit:

�wi = ⌘(t� o)o(1� o)xi



Multilayer Networks
• How to train the hidden 

(middle) units?	



• We don’t have a target 
output for them!	



• Idea: 	



• First, calculate deltas 
for output units	



• Use the weighted 
average of these deltas 
to compute a delta for 
each hidden unit



Explain each#
piece of this#
equation!

















Using  Validation Set to Prevent Overfitting











Coming Up

April 17 - In-Class Workshop for 
Project 3



Live highly attractive TAs will 
personally help you complete the 
project!



An afternoon you will not soon 
forget!


